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Abstract

Hot dense radiative (HDR) plasmas common to inertial confinement fusion
(ICF) and stellar interiors have high temperature (a few hundred eV to tens
of keV), high density (tens to hundreds of g/cc) and high pressure (hundreds
of Megabars to thousands of Gigabars). Typically, such plasmas undergo
collisional, radiative, atomic and possibly thermonuclear processes. In order to
describe HDR plasmas, computational physicists in ICF and astrophysics use
atomic-scale microphysical models implemented in various simulation codes.
Experimental validations of the models used for describing HDR plasmas
are difficult to perform. Direct numerical simulation (DNS) of the many-
body interactions of plasmas is a promising approach to model validation,
but previous work either relies on the collisionless approximation or ignores
radiation. We present a first attempt at a new numerical simulation technique
to address a currently unsolved problem: the extension of molecular dynamics
to collisional plasmas including emission and absorption of radiation. The new
technique passes a key test: it relaxes to a blackbody spectrum for a plasma
in local thermodynamic equilibrium. This new tool also provides a method
for assessing the accuracy of energy and momentum exchange models in hot
dense plasmas. As an example, we simulate the evolution of non-equilibrium
electron, ion and radiation temperatures for a hydrogen plasma using the new
molecular dynamics simulation capability.

PACS number: 52.65.—y, 05.20.Dd

1. Introduction

Matter in the plasma state is found in a wide variety of physical situations including metals,
the core of the sun, brown dwarfs, space plasmas, magnetic fusion and inertial confinement
fusion (ICF). Plasmas in the high energy density (HED) regime are a very important subset of
plasmas and accurate models of HED plasmas require an understanding of matter at extreme
conditions. The working definition of high energy density that will be used in this paper is
taken from the report ‘Frontiers for Discovery in High Energy Density Physics’ prepared by
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the National Task Force on High Energy Density Physics [1]. High energy density refers to
energy densities exceeding 10'" J m™3, or equivalently pressures in excess of 1 Mbar.

This paper considers HED plasmas where radiation is a significant factor in energy and
momentum transport and affects plasma dynamics through emission, absorption and scattering
processes. We call these hot dense radiative (HDR) plasmas. Typically, HDR plasmas have
temperatures of a few hundred eV to tens of keV and densities of tens to hundreds of g cm™.
Plasmas occurring in burning inertial confinement fusion (ICF) capsules and the cores of stars
are two examples of HDR plasmas. The high temperature and density of HDR plasmas means
there is a complex interplay of atomic, radiative and thermonuclear processes that need to
be described accurately. The list of properties and processes below conveys a sense of the
challenges that must be addressed when HDR matter is investigated

e Multi-species
— Low Z and high Z ions (p, D, T, He?, etc).
e Thermonuclear burn
— Low Z reactants with or without the presence of high Z dopants.
e Atomic processes
— Bremsstrahlung, photoionization, line absorption, electron impact ionization, etc.
e Radiation field.

The central focus of this paper is the fact that photons interact strongly with the medium.
The plasma emits, absorbs and scatters photons. The importance of the radiation field can be
qualitatively gauged by examining the radiation pressure. If the temperature is measured in
keV and density in grams per cubic centimeter, the ideal-gas radiation and material pressures
are given by

Praa (Mbar) = 45.7 (T (keV))*, (1)

Z* +
P (Mbar) = 965 (

1) p(gem™) T (keV), 2)

where Z* and A are the ion charge and atomic weight, respectively. Even for densities p
larger than 1 g cm™>, the radiation pressure exceeds the material pressure for temperatures
on the order of several keV. Hence, an accurate treatment of HDR plasmas requires including
the effects of radiation. Due to the complexity of the plasma state and the need to make
large multi-physics simulations tractable, computational physicists have had to make a variety
of assumptions in modeling HDR plasmas in ICF and astrophysical applications. Today’s
challenge is to validate the assumptions and models in regimes that are difficult to access
experimentally.

There has been recent theoretical and experimental work investigating the properties
of HDR plasmas. However, different approximations have been proposed for making the
theoretical calculations tractable [2], and disagreements between these approximations leave
the answers uncertain. Certain questions, such as the effect of the high-frequency quiver-
motion of electrons in a radiation field and its effect on electron—ion collision dynamics,
remain to be thoroughly studied. In multi-species plasmas with high and low Z constituents,
are the current methods of averaging energy exchange rates and stopping powers valid [2]?
Are there dense plasma effects associated with the radiation and collision dynamics in HDR
plasmas? Addressing these questions theoretically is a challenge especially for HDR plasmas
where the low Z constituents are weakly coupled and the high Z constituents are moderately
to strongly coupled. When thermonuclear burn is present in HDR plasmas, the burn initiation
begins in a strongly coupled regime and rapidly transitions to weakly coupled.
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Besides the basic difficulty of accessing regimes typical of HDR plasmas, experimental
plasmas typically have strong spatial gradients. The gradients make a challenge for isolating
any single process for model validation purposes. Until the National Ignition Facility produces
experimental data, direct experimental probes of the densities and temperatures of interest in
the hot dense radiative regime are very limited.

An alternative to both the experimental and theoretical methods mentioned above is
direct numerical simulation (DNS) based on the molecular dynamics (MD) method. That
is, each classical charged particle in the plasma simulation moves under the forces which
arise from the other surrounding charged particles. The MD method offers many advantages.
Given the accuracy of the force law, this approach is exact (within numerical uncertainties)
in that it computes the phase space evolution of the plasma without any approximations. For
example, particle—particle correlations are treated without any assumptions as to how strong
or short-ranged they may be. Direct numerical simulation of the many-body interactions of
plasmas has been performed but unfortunately relies on the collisionless approximation or
ignores radiation entirely. For example, particle-in-cell calculations solve the Vlasov equation
coupled to the electric and magnetic field present in the plasma but collisions important to HDR
are ignored [3]. These calculations are suitable for low-density particle beams or magnetic
fusion plasmas. Recent MD simulations have been performed of dense strongly coupled
plasmas [4] where collisions are important. However these simulations assume the plasma
has Coulomb pair-forces and neglect retardation, magnetic forces and radiation.

Understanding the behavior of HDR plasmas based on their micro-physical foundations
using DNS offers many advantages. @A DNS capability can validate theoretical and
experimental approaches. The direct numerical simulation tool will allow computational
physicists involved in modeling ICF and astrophysical plasmas to understand the validity of
the approximations that are used in the modeling codes.

In this paper, we describe a new numerical simulation capability that will address
a particular piece of the problem: the extension of molecular dynamics to collisional
plasmas where radiation is important. For plasmas with temperatures relevant to fusion
ignition, e.g., >3 keV, the radiation energy exceeds electron and DT ion kinetic energies
and therefore has a significant effect on plasma energy balance and the ignition threshold.
The problem we consider here is a fully ionized hydrogen plasma. We perform atomic-
scale molecular dynamics simulations including bremsstrahlung emission and inverse-
bremsstrahlung absorption of thermal radiation. We use our new molecular dynamics code
to study the relaxation of a hydrogen plasma with assigned initial ion, electron and radiation
temperatures. We show the time evolution of the temperatures and the photon distribution and
compare the results with the results from a radiation-hydrodynamics code where the plasma
is assumed to be a fluid in local thermodynamic equilibrium.

2. Radiation processes in HDR plasmas

Since the first studies of the one-component plasma by Brush, Sahlin and Teller [5], classical
particle simulations of dense plasmas have concentrated on low temperature conditions.
This focus was natural because non-trivial particle pair-correlations are strongest at low
temperatures, but also was required because early computers could not handle large numbers
of particles (at higher temperatures there are more particles within a screening length). Atlow
temperatures radiation does not play an important role.

Classical OCP simulations assume instantaneous Coulomb interactions between charged
particles, neglecting magnetic forces and retardation as well as emission and absorption of
radiation. In most cases the simulations are performed for N particles in a simulation box
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embedded in an environment modeled by periodic boundary conditions. The technique of
periodic continuation leads to rapid convergence of the free energy and other properties with
the size of the simulation box. However, the technique of periodic boundary conditions
is inconsistent with relativistic causality: it assumes instantaneous correlations between
particles separated by large distances ignoring the requirement that these correlations are
only established and propagate at speeds less than c¢. This is an objection, in principle, but
the artificial long-range correlations probably have no significant effect on thermodynamic
properties in the limit of large N. It is more important that the high-frequency electric field
and large energy-density of the radiation is being neglected.

To improve the classical particle simulations, classical electrodynamics offers two
straightforward approaches. One can replace the instantaneous Coulomb interaction by the
retarded potential (Lienard—Weichert solution) for the electromagnetic field of classical point
charges following known trajectories. Alternatively, one can expand the classical EM field in
normal modes and solve differential equations for the field amplitude coefficients. Both these
methods generate classical solutions of the classical Maxwell equations.

We have written computer codes to explore both these methods. The most interesting
aspect concerns the handling of the periodic boundary conditions.

For the Lienard—Weichert method, we sum over a finite number of images, setting aside
any difficult question about convergence with the number of images. In the Lienard—Weichert
formula the retarded times of the image charges grow with distance and so the simulation must
run for a certain length of time before the image-charge location data become available.

For the normal-mode expansion, we find (numerically and analytically) that if the radiation
normal modes are defined in the same simulation box used for the particles, also using periodic
boundary conditions, then the fields (near field, emitted radiation) generated by the particle
motions move as if in the periodically extended system. For example, the v x B corrections
to the Coulomb potential remain attached to a particle as it exits one side of the simulation
box and re-enters the opposite side.

These simulations are entirely classical (classical particles and classical electromagnetic
field). They necessarily produce an incorrect classical result for the high-frequency
electromagnetic field: they relax to the Rayleigh—Jeans distribution instead of the Planck
distribution for the black-body radiation. The Rayleigh—Jeans law is the classical result, but
for fusion plasmas it would be seriously incorrect: it predicts far too much x-ray energy.

It is necessary to include quantum mechanics in the simulation, at least in a semiclassical
form, in order that the simulations relax to a Planck distribution for the radiation. At present
we accomplish this following Einstein’s original discussion of detailed balance: we require
that the rates of absorption and emission be respectively proportional to expressions of the
functional form

Absorption ~ f(Er)v.Bn,, 3)
Emission ~ f(Ey)vyB(n, + 1), 4)

where f(E) is the electron distribution function for lower and upper states (denoted by
subscripts L and U), vy, vy are the approach velocities, B is a coefficient (essentially the
‘Einstein B coefficient’) which is equal for two processes related by time-reversal and n, is
the number of photons per normal mode. B depends on the particle and photon energies
and is described more fully below. The one-electron states in the classical simulation have
specified position and velocity whose apparent accuracy exceeds the uncertainty limit. With
this formulation we can expect that our simulation will drive the two species (electrons,
radiation) toward equilibrium with a Maxwell distribution for the electrons and a Planck
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function for the radiation, and if the coefficient B is approximately correct the relaxation will
occur on a realistic timescale.

We implement these expressions for absorption/emission rates by a hybrid MD/MC
(molecular dynamics/Monte Carlo) algorithm described below. Our method requires
approximations that ignore potentially interesting (small) effects. While our algorithm is
computationally feasible and does relax to the correct thermal equilibrium, other methods
could be developed and we continue to seek better algorithms that might capture other aspects
of the (complicated) physics.

3. MC/MD algorithm for radiation

In our approach the radiation field is represented by an isotropic homogeneous photon specific
intensity /, which is expected to relax to the black-body intensity function B,:

I, = Chv3/c*) ny, (5)
2h 3 hv —_
BAT) = (e — 1)\, (©)

in thermal equilibrium. Here the symbol n, denotes the number of photons per normal mode of
the radiation field. We assume radiation is emitted and/or absorbed in electron—ion collisions
and ignore small contributions from electron—electron or ion—ion collisions.

The MC algorithm for radiation emission/absorption in an MD simulation assigns a
conditional probability of emitting/absorbing during each electron—ion collision. We convert
existing formulae for bremsstrahlung cross-sections into appropriate conditional probabilities
while preserving detailed balance.

We begin with the Kramers absorption and emission cross-sections o * and o E, respectively
[6, 7]. Inverse bremsstrahlung absorption is a 3-body reaction (involving electron, ion and
photon), so the absorption cross-section has units of cm’; when multiplied by the spectrum
of ambient photons n, dN/dhv (photons/cm? eV) and energy integrated it yields a normal
cross-section (cm?). The emission cross-section is a differential cross-section to emit a photon
of energy hv so its units are cm? eV~!; it is multiplied by (n, + 1) to include stimulated
emission and integrated over photon energies (up to the electron’s initial energy). Explicitly,
the cross-sections are given by [7]

3
0¥ _ 87 ags (L0 G oa gy = B g2 (€L%0) L% (7
dhv ~ 33 Ey ) hv ’ 373 Y\ hv E

In the emission formula, Ej is the electron kinetic energy, e?/ay = 27.2 eV, ay = 0.529 A
(Bohr radius), hv is the energy of the emitted photon, « is the fine structure constant and Z is
the nuclear charge. When we multiply the emission differential cross-section by (1 + n,) to
account for stimulated emission the rate at which emission occurs is given by

2d° do”
Rate =i [ 2Pl (B0 s (1), ®)
0< Eg<hv

o
dhv
Here nyq, is the ion number density, py and v are the electron momentum and velocity and
f(Ep) is the electron distribution function which will be obtained from or sampled by the
simulation.
The absorption rate is
2d%p

dN
Rate = n; / lv| f(E)o™(E,hv) (n—) ) 9)
o all electrons h3 dhv
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To verify detailed balance, we note E is related to Ej by energy conservation, i.e. E =
Ey + hv. When we compare equations (3) and (9), we see that the coefficient B in
equation (3) includes the ion density, radiative cross-section and phase space factors for
electrons and photons.

The radiation cross-sections are converted to conditional probabilities when we form the
ratio to the Coulomb collision cross-section. The rate of collisions expected from kinetic
theory is

NeNion{OCV)y, (10)

where n., n;o, are electron and ion number densities, o is the collision cross-section and v is
the relative velocity. We have tested this formula in a special MD simulation which ignores
long-range pair-forces and only includes the short-range interactions. If we ask this special
MD simulation to count the rate at which electrons arrive within a distance Rg of an ion, the
MD rate is given by the above formula with & = 7 Rg? (to about 1% accuracy).

Given that an electron has arrived within a distance Rg of an ion, we take the conditional
probability of emission (of a photon of energy /v) to be the ratio

(do®/dhv) (n, + 1) /(7 R3). (11)

This conditional probability is proportional to 1/Rg? but the dependence on Ry cancels because
the rate of arrival of the electrons is proportional to Rg”>. We have verified that simulations
with different values of Ry give similar rates for the radiative events to within the numerical
fluctuations. Typically, we find Rg ~ 0.5 A is satisfactory.

The algorithm can now be outlined

(1) When an electron arrives within a distance Rg of an ion, use a random number to decide
whether a radiative process occurs. (The probability of a radiative process is small so this
testis rarely passed.) If not, we proceed with the usual Coulomb collision. The probability
is calculated using the current photon populations in the integrated cross-sections.

(2) If there is a radiative event, determine whether it is emission or absorption and determine
the photon frequency. These tests are based on one or several random numbers; the
normalized probability distribution is obtained from the Kramers cross-sections by the
usual MC cumulative probability.

(3) The photons are described by photon frequency groups and the emitted/absorbed photon
is assigned the energy at the center of the group (while the photon density of states is an
integral over the group). The energy-change from the average energy to the group-center
is an approximation that is less important for larger numbers of photon groups. This
approximation has its largest effect for the hardest and softest photons.

What are the strengths and weaknesses of the current approach? First, the method can
easily be implemented in any Coulombic MD computer code. Plasmas that would produce
blackbody spectra when in equilibrium can be easily simulated using this technique. As far as
we are aware, this is the only approach that directly incorporates detailed balance. What are
the weaknesses? For dense plasmas, our simulations assume Kramers cross-sections which
are appropriate for dilute plasmas where an isolated electron interacting with an isolated ion
is accompanied by the emission or absorption of a photon. On the other hand, the MD
simulations capture the collective effects of the plasma due to Coulombic interactions and
the particle trajectories which produce the radiation reflect this fact. Therefore, our current
approach has an inconsistency. However, the x-ray radiation is absorbed or emitted during
close collisions at small pair separations and the external plasma environment mainly affects
only the rate of these close collisions. Nevertheless this limitation precludes study of dense
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plasma changes in the emission/absorption cross-sections. We plan to improve the cross-
sections guided by classical calculations (using the above mentioned Lienard—Weichert and
normal-mode codes) for few-particle collisions relevant for dense plasmas. In this effort,
we expect to encounter special challenges in making a quantum or semiclassical emission
cross-section for systems that are not spherically symmetric. At a fundamental scientific level
these challenges are salient points of interest for this work.

The simulations we have performed with the algorithm described in section 4 indeed relax
to a photon distribution consistent with a Planck function. The low-energy frequency groups
relax much more rapidly than the high-energy photons. Simulations performed on a small
workstation have substantial numerical noise because the number of photons in a 1000 A*
simulation box is not large at kT < 5 keV. The algorithm has been added to our larger parallel
simulation code and will be used for much larger-size simulations and should give much less
numerical noise.

The calculations described here represent one approach to simulating the coupling of
particles and radiation but other methods or hybrids need to be explored to evaluate all the
many physical processes which are present in the rich dense-plasma environment. We are
especially interested in effects of interference in simultaneous collisions of one electron with
two or more ions, interference in collisions of two or more electrons with one ion, interference
between subsequent collisions and processes in which the high-frequency quiver-velocity of
electrons (caused by blackbody radiation) alters the collision dynamics. For some of these
processes considered in isolation there are analytic calculations in the literature [8] but the
phenomena interact. It may be difficult to describe all these effects in the same simulation but
we plan to improve our algorithms toward that goal.

The radiation algorithm described here does not require any specification of a gauge and
there is no question of gauge invariance. The quantities which appear in the calculation, the
radiation intensity [, and the cross-sections are the same in any gauge. (The Lienard—Weichert
calculations described above, and the normal-mode calculations, both required choice of an
appropriate gauge.)

4. Results and discussion

In order to test the new capability, MD simulations were applied to the three-temperature
systems of charged particles and photons in a cubic cell with periodic boundary conditions.
The MD was performed with a fully parallel code using a basic leapfrog method [9] with
the Coulomb interaction evaluated by an Ewald summation [10, 11]. Because the classical
Coulomb many-body problem is unstable for attractive interactions, we employ semi-classical
potentials that reduce the Coulomb interaction on short length scales in order to prevent
unphysical, deeply-bound states. For the pure Coulomb problem, we tested several forms
of the diffractive [12, 13] and Pauli [14, 15] terms for these potentials. The electron—ion
equilibration times varied by less than 15% for the various forms of the potential. The
similarity is not unexpected, since most semi-classical potentials resemble one another above
10 eV [16]. We report results using the following semi-classical potential [15]:

Vao(r) = ZoZyp(e?/r)(1 — exp(—27r /Aw)) + ks T In 2 exp(—4mr? /A% In2)8:epe,  (12)

where A, = (h2/2rr wanksD?, wab is the reduced mass and 7 = T, except when a and b
are both protons when T'= T},. The potentials are temperature (and hence time) dependent.
For simulations run to full temperature equilibration, the temperature dependent parameters
evolve with time using a smoothed exponential average of the instantaneous MD value. For
shorter runs considered in this paper, (during which the temperature did not vary much) we
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Figure 1. Electron—electron structure factor showing the ion acoustic wave and plasma modes.

held these parameters fixed. In order to test the accuracy of the code, the electron—electron
structure factor S(k, w) [17] was computed for a dense hydrogen plasma with density p = 1.6 x
10?* cm~ and initial proton and electron temperatures of 78.5 eV and 29.8 eV, respectively.
Figure 1 shows a representative example of S(k = k¢, w) as a function of frequency (in units
of the plasma frequency) for the mode ky = 47 /L where L is the edge of the simulation box.
The result is averaged over the three directions (along x, y or z). As expected, the structure
factor clearly shows the ion acoustic wave mode near zero frequency and the plasma mode at
the electron plasma frequency.

A simulation was performed for a weakly coupled hydrogen plasma with a particle number
density of 10% cm™3, initial ion temperature of 20 keV, electron temperature of 10 keV
and radiation temperature of 3 keV. The particle distributions were obtained by coupling
the two species to separate Langevin thermostats, while the radiation initial conditions were
selected from a Planckian distribution. The MD results were compared to a multi-group
radiation code which treats the plasma like a fluid and computes the time evolution of
electron and ion temperatures for an LTE plasma undergoing emission and absorption due
to bremsstrahlung. The radiation field evolves according to the homogeneous and isotropic
semi-classical radiation transport equation (2). The electron and ion temperatures evolve
according to an energy balance relationship. The set of coupled radiation and matter equations
used by the multi-group radiation code are

EBWI)([) = o0,B,(T,) — o, ¥, (1), o

c Ot

8p§:Te = —4x / dv vy (By(Te) = ¥ () — Li(Ti — To), e

apCvTi (T —

T = Qel(’l—; Te)’ (15)
2hv W -

BU(T) — c; (eﬁ — 1) 1’ (16)
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MD vs. kinetic theory
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Figure 2. MD and radiation code results for a relaxing non-equilibrium hydrogen plasma. The
noisy lines are the MD results.
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Figure 3. Time snapshots of the radiation specific intensity as a function of photon energy.

where ¥, (¢) is the frequency-dependent specific intensity, o, /p is the opacity, co, is the
electron-radiation coupling rate, cy and Cy are the electron and ion specific heats, €2.; is the
electron—ion coupling function and B, (7) is the Planck function.

Figure 2 shows the evolution of temperature as a function of time compared to the
results coming from the multi-group radiation code. The MD simulation assumes nothing
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about the plasma properties other than that the collisions are Coulombic and the emission
and absorption are governed by the Kramers cross-section. For a hydrogen plasma at the
specified conditions, the agreement is very good between the early time evolution of the MD
suggesting that the multi-group radiation code assumptions of an electron—ion coupling based
on Gericke-Murillo—Schlanges [18], and a radiation treatment based on the semi-classical
transport equation are adequate for modeling the three temperature equilibration problem for
hydrogen at the chosen density and temperature. This is not surprising considering the plasma
conditions produce a weakly coupled plasma where MD and multi-group radiation results
should agree.

In order to follow the evolution of the radiation field, we enhanced the coupling between
photons and electrons by a factor of 100. Figure 3 shows time snap-shots of the evolving
specific intensity from a Planckian at 3 keV for the same three temperature equilibration
problem. It is important to observe that the low frequency groups are populated earlier
as one would expect for an electron-radiation (bremsstrahlung) coupling rate going as
T~ 103

5. Conclusion

We have described a first attempt at a new numerical simulation capability that addresses
a currently unsolved problem: the extension of molecular dynamics to collisional plasmas
including emission and absorption of radiation. The new technique relaxes to a blackbody
spectrum for a plasma in local thermodynamic equilibrium. This new tool also provides a
method for assessing the accuracy of energy and momentum exchange models in hot dense
plasmas. We should mention that Monte Carlo sampling methods are used in a wide variety
of applications of relevance to this work. In particular particle-in-cell simulations where
electron—ion recombination is present use the notion of cross sections and probabilities to
identify when an event occurs [19]. Our approach uses a similar philosophy but applied to
radiative processes.

Understanding the behavior of HDR plasmas based on their micro-physical foundations
using DNS offers many advantages. A DNS capability can validate theoretical and
experimental approaches. In addition, such a tool would allow computational physicists
involved in modeling ICF and astrophysical plasmas to understand the validity of the
approximations that are used in the codes.

In this paper, we performed atomic-scale molecular dynamics simulations of a hot non-
equilibrium hydrogen plasma undergoing bremsstrahlung and inverse bremsstrahlung radiative
processes. We used the new molecular dynamics capability to study the relaxation of a
hydrogen plasma with the initial ion, electron and radiation temperatures out of equilibrium.
We showed that the time evolution of the temperatures and the photon distribution compare
well with the results of a radiation-hydrodynamics code where the plasma is assumed to be a
fluid in local thermodynamic equilibrium.
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